Chapter 9
Hypothesis Testing
One-Sample Tests

Null versus Alternative Hypotheses

Hypothesis is a theory, assertion, claim, belief, etc. about a population parameter.

Hypothesis will have µ or π, not X̅ or p
Alternative hypothesis: Usually what you hope is true.

Null hypothesis: No change, no difference, etc.

Contains =, >=, or <=

Goal: Reject the null hypothesis as implausibly unlikely and so accept the alternative hypothesis.

Test Statistic and Critical Values

	Sampling distribution of the test statistic

Usually normal

Central region of non-rejection within critical values

Region of rejection if test statistic is beyond the critical value

Sometimes 2-tailed as in the figure
Sometimes 1-tailed (only greater than or less than)
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Type I and Type II Errors

Type I Error: Rejecting the null hypothesis when it should not be rejected.

Therefore accepting the alternative hypothesis (your theory) when you should not.

Probability of a Type I error is called α.

Type I Error: Failing to reject the null hypothesis when it should be rejected.

Therefore not accepting the alternative hypothesis (your theory). Opportunity loss.
Probability of a Type I error is called β.

Minimizing Type I errors is the main concern of hypothesis testing
Possible Results

Confidence level (1-α) * 100% is the probability of not rejecting H0 when it is true.

For example, if α = .05, then the confidence level that the null hypothesis should not be rejected is 95%
The power of a statistical test (1-β) is the probability of rejecting H0 when it is false.

Difficult to calculate

Hypothesis Tests
Hypothesis Tests for the Mean (µ)

δ is known. (X test or Z test)

δ is unknown. (t test)

Hypothesis Tests for the Proportion (π)

Z test

Hypothesis Testing
1.
State the null and alternative hypotheses.

2.
Choose a level of significance α and sample size n.

3.
Determine the appropriate test statistic and sampling distribution.

4.
Determine the critical values that divide the rejection and nonrejection regions.

5.
Collect data and compute the value of the test statistic

6.
Make the statistical decision and state the managerial conclusion

If the test statistic falls into the nonrejection region, do not reject the null hypothesis

If the test statistic falls into the rejection region, reject the null hypothesis.
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Z Tests (δ Known)

The Situation

Is the cereal-filling process producing a mean of 368 grams per box?
ZCRITICAL Method

	1.
Null hypothesis: the average (mean) cereal box weight is 368 grams. (µ=368)


Alternative hypothesis: the average cereal box weight is not 368 (µǂ368)

2.
Choose α = 0.05 and a sample size n = 25

3.
δ is known (15), so use the Z statistic

4.
Determine the critical values (± 1.96)
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5.
Collect data and compute the test statistic

X̅ = 372.5

ZSTAT = (X̅-µ) / δ√n = +1.5
6.
Make the statistical decision and state the managerial conclusion

+1.5 is in the region of nonrejection so do reject the null hypothesis and accept the alternative hypothesis

The cereal-filling process appears to be in alignment, so do not stop production to do an alignment

p-Value Method

p-value = the probability of obtaining a test statistic equal to or more extreme than the observed value if H0 is true.

Also called the observed level of significance.

Compare the p value with α
If p-value < α, reject H0.

If p-value >= α, do not reject H0.

“If p-value is low, then H0 must go.”

	Method

Follow the preceding example and compute Z STAT (1.5)

p-Value per tail = 1- NORMSDIST(ABS(1.5) = 0.0668

p-Value = 2 * (1 – NORMSDIST(ABS(1.5)

p-value = 0.1336

p-Value (0.1336) > α (.05), so do not reject the null hypothesis
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Confidence Level Approach (Special Case)

For X̅ = 2.84, δ = .8, and n = 100, the 95% confidence interval is

2.6832 <= µ <= 2.9968

3 is outside this confidence interval, so we should reject the null hypothesis

t Tests
When δ is not known

The Situation

Are room rates in New York City different from the historical average of $120?

tCritical Approach

	New York City Hotel Rooms

1.
Choose the null and alternative values
H0: µ = $120, H1: µ ǂ $120

2.
Choose α = 0.05 and a sample size n = 12

3.
δ is unknown, so use the t statistic

4.
Determine the critical values and 5 collect data (must collect data to get the critical values).

X̅ = $112.85, S = $20.80

tSTAT = (X̅ -µ) / (S / √n) = -1.1908

tCRITICAL = TINV(.05,11) = -2.2010
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6.
Make the statistical decision and state the managerial conclusion


Sample is in nonrejection region.


Do not reject the null hypothesis


The mean hotel room cost does not appear to be significantly different than $120

p-value approach
tSTAT = -1.1908 (from above)
p-Value = TDIST(ABS(tSTAT),df,tails) = TDIST(1.1908,11,2) = 0.2588

p-Value (0.2588) > α (0.05)

So do not reject the null hypothesis

The mean hotel room cost does not appear to be significantly different than $120

Z Test for the Proportion

The Situation

Wish to determine if the percentage of people selecting a particular alternative is different than 50%.

Critical Value Method

	1.     Null and alternative hypothesis:

H0: π = .50

H1: π ǂ .50

2.      Sample size: 1100, Select α = .05

3.     Determine the appropriate statistical test.

Z test for proportions

4.     Determine ZCRITICAL = ±1.96
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5.     Collect data and compute the test statistic

p = 0.51 in the sample
ZSTAT = (p-π) / SQRT(π * (1-π) /n)

= (.51-.50) / SQRT(.50 * (1-.50) / 1100

= 0.663325

6.     Make the statistical decision and state the managerial conclusion

ZSTAT < ZCRITICAL
So do not reject the null hypothesis

The percentage of people favoring a particular alternative does not appear to be statistically different from 50%

p-value method

p-Value = 2 * (1- NORMSDIST(ABS(ZSTAT))

= 0.5071

The p-Value (0.5071) is greater than α (.05), so do not reject the null hypothesis
One-Tail Tests
One-Tail Hypothesis
There is a particular direction.

With the new drive-through method would it reduce the current average time of 163.9 seconds?
1.
Select the null and alternative hypotheses.

H0: µ >= 163.9

H1: µ < 163.9

Critical Value Approach

	2.             Sample size = 25 stores, α = 0.05

3.             δ is unknown so use the t distribution and the tSTAT statistic

Assume that service time is normally distributed

Rejection region is entirely in lower tail
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4 and 5
Determine the critical values, collect data, and compute the value of the test statistic.
X̅ = 152.7, S = 20, n = 25

tSTAT = (X̅ - µ) / (S / √n)

(152.7 – 163.9) / (20 / SQRT(25) 

= -2.80
tCRITICAL = -TINV(2*α,df) = -TINV(2*α,df) = -1.7109
2 * α because that’s what TINV wants for one-tail tests

If alternative is less than, tCRITICAL is negative

If alternative is greater than, tCRITICAL is positive

6.
Make the statistical decision and state the management conclusion

tSTAT < tCRITICAL, so reject the null hypothesis
The new approach significantly reduced average service time.

p-Value Approach

	For tSTAT < 0 (this is the case in this problem.)

p-Value=TDIST(ABS(tSTAT),df,1)

=TDIST(2.80,24,1)

= 0.004965

This is far smaller than α (.05), so you should reject the null hypothesis
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For tSTAT >= 0

p-Value = 1 - =TDIST(2.80,24,1)
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